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Abstract 
 

Data is a record collection of facts. At first the data in the real world were largely 
unbalanced. Although, the existence of data on fewer categories is much more important to know 
data on more categories. However, there are some balanced data. This balanced data is the 
possibility of a ratio of 1:1 in which, the data in the dataset is the same. In this study, using the 
ANFIS algorithm and SVM to see affected performance on balanced and imbalanced data with 
multiclass. Data is taken from the UCI Machine Learning. From the research conducted, it is 
known that the SVM method on the Wine dataset has an accuracy of 96.6% and the ANFIS 
method on the Iris dataset has an accuracy of 94.7%. 
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1. INTRODUCTION 

Data is a record of a collection of facts. In its use, data means statements that are 
accepted as they are. The result of the data is the formation in the form of numbers, 
words, or images/pictures. 

Unbalanced data or imbalanced class is a condition of unbalanced data class 
division, the number of data classes (instances) is one less or more than the number of 
other data classes. The data class that has fewer data is called the minority group 
(minority), while the more data class group is called the majority group [5]. However, 
there are some data that are balanced. This balanced data usually has a ratio of 1:1 in 
which the data in the dataset is the same. For example, for class a there are 60 data and 
class b also has 60 data. 

Unbalanced data conditions can make it difficult for classification methods to 
process data mining. Class imbalance in the data has a bad effect on the classification 
performance where the minority class is sometimes misclassified as the majority class. In 
some cases, minority classes are more important to identify than other classes [5]. 

 
2. RESEARCH METHODOLOGY 

The procedure of this research is shown in Figure 1. 
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The following is the flow of this research: 

a. Selection 
This stage consists of making data collection. Data used for research obtained from UCI 
Machine Learning, Iris for balanced data and Wine for unbalanced data. 

b. Preprocessing 
This stage consists of data cleaning and initial processing to obtain data that is consistent. At 
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this stage the data is converted into a suitable form so that it can be done data mining process 
using the 10-fold Cross-Validation method to divide training data and testing data. 

c. Transformation 
This stage usually consists of selecting the attributes that will be used in the data mining 
stage. 

d. Data Mining 
This stage consists of searching for patterns of interest in certain forms of representation, 
depending on the goals (usually predictions). Research that will carried out consists of testing 
the classification method, namely the SVM and ANFIS to get the values of accuracy, 
sensitivity, and specificity. 

e. Interpretation/Evaluation 
This stage consists of explaining and evaluating the knowledge obtained. The knowledge 
gained will be analyzed and explained, such as the value of accuracy, sensitivity, and the 
specificity generated from the data mining stage using the confusion matrix. 
 

2.1. Adaptive Neuro-Fuzzy Inference System (ANFIS) 
ANFIS is a combination of Adaptive Neural Network and Fuzzy Logic. ANFIS has the 

same architecture as Fuzzy Sugeno systematically. Steps in the method Sugeno in his inference 
that is fuzzyfication, formation of fuzzy knowledge base, machine inference, and defuzzification. 
ANFIS method is explained in Figure 2. 

 
 

2.2. Support Vector Machine (SVM) 
Support Vector Machine (SVM) is a related algorithm for a method learning, for both 

classification and regression problems. By being oriented towards task, power, and calculations 
are easy to do, SVM is a successful method and is considered as the current state-of-the-art 
classifier. Data classes represented as circles and points outlined for decision making. After 
observing, there are many decisions which can be used to separate the two groups of data [4]. 
 
2.3. Cross Validation 

Cross Validation method is used as a performance analysis to ensure credibility the result 
of the prediction. Cross Validation process consists of randomly dividing the dataset into k-part. 
One part is used to validate the model and the rest is used to perform classification process to 
train training data. This process is repeated k-times with a selection of subsets different 
validations [3]. 
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2.4. Confusion Matrix 
In this research, Confusion Matrix is used to measure accuracy, specificity, and 

sensitivity for each dataset used. Confusion Matrix is represented by a table that states the 
amount of testing data that is correctly classified and the amount of testing data misclassified [6]. 

Table 1 Confusion Matrix 
Classification Observed Class 

Predicted Class 
 Class = Yes Class = No 

Class = Yes true positive-TP false positive-FP 
Class = No false negative-FN true negative-TN 

Based on the Confusion Matrix table above: 
1. True positive is the number of positive data classified as positive values. 
2. False positive is the number of negative data classified as positive values. 
3. False negative is the number of negative data classified as positive values. 
4. True negative is the number of negative data classified as negative values. 

Prediction accuracy is measured using the accuracy formula as follows: 

 
Sensitivity is used to measure the proportion of true positive correctly identified. The 

sensitivity formula is as follows: 

 
Meanwhile, specificity is used to measure the proportion of true negative correctly 

identified. The specificity formula is as follows: 

 
 

3. RESULTS AND DISCUSSIONS 
In testing the ANFIS and SVM. The Iris dataset has 3 classes and has 5 columns, while 

the Wine dataset has 3 classes has a total of 3 classes and has 10 columns, because it uses the 10-
fold Cross Validation method means that the entire data is divided into 10 parts where one part is 
used to validate the model and the remainder is used to carry out the classification process for 
training data. 

The following are the classification results from the ANFIS and SVM tested by 
Confusion Matrix method. 

 
Table 2 SVM classification results 

Classification 
SVM 

Dataset Iris Dataset Wine 

Class Iris-setosa Iris-
versicolour 

Iris-
Virginica 1 2 3 

Sensitivity 0,98 0,96 0,92 0,95 0,97 0,98 
Specificity 1,0 0,96 0,97 0,99 0,96 0,99 
Accuracy 95,3% 96,6% 
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Table 3 ANFIS classification results 

Classification 
ANFIS 

Dataset Iris Dataset Wine 

Class Iris-setosa Iris-
versicolour 

Iris-
Virginica 1 2 3 

Sensitivity 1,0 0,88 0,96 0,95 0,92 0,90 
Specificity 1,0 0,98 0,94 0,97 0,93 0,99 
Accuracy 94,7% 92,1% 

 
4. CONCLUSION 

The conclusion of this research is the highest accuracy value in SVM method is 96,6% on 
the Wine dataset and in the ANFIS method, the highest accuracy value is obtained from the Iris 
dataset is 94,7%.  

The highest sensitivity value is obtained by Class Iris-setosa from Iris dataset and Class 3 
from Wine dataset with the SVM method of 0,98. In the ANFIS, the highest sensitivity value is 
obtained in the Class Iris-setosa from Iris dataset with with a sensitivity value of 1,0. 

The highest specificity value in the SVM method is obtained by Class Iris-setosa from 
Iris dataset with a specificity value of 1.0. In the ANFIS, the highest specificity value is obtained 
in the Class Iris-setosa from Iris dataset of 1.0. 
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